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https://www.quora.com/How-is-computational-linguistics-different-from-natural-language-processing

Natural Language Processing
and Computational Linguistics

Jason Eisner (JHU):

NLP: is the art of solving engineering problems that need to
analyze (or generate) natural language text. Here, the metric
of success is not whether you designed a better scientific
theory or proved that languages X and Y were historically
related. Rather, the metric is whether you got good solutions
on the engineering problem.

ACL

Founded in 1962

CL is analogous to computational biology or any other
computational fill-in-the-blank. It develops computational
methods to answer the scientific questions of linguistics.
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Natural Language Processing
and Computational Linguistics

Jason Eisner (JHU):

NLP: is the art of solving engi
analyze (or generate) natural
of success is not whether yo
theory or proved that langua
related. Rather, the metric is
on the engineering problem

to
ic

ACL

Founded in 1962

CL is analogous to computational biology or any other
computational fill-in-the-blank. It develops computational

methods to answer the scientific questions of linguistics.
*a rough estimate from ACing and reviewing


https://www.quora.com/How-is-computational-linguistics-different-from-natural-language-processing
https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard

A *Very* Brief History of NLP

_ —> || STATISTICAL NEURAL

® requires expertise in the
area
e often interpretable

DATA-DRIVEN

e relies on datasets and machine learning
e usually hard to interpret
e extracts regularities from data



A *Very* Brief History of NLP

_ —> || STATISTICAL NEURAL

® requires expertise in the
area
e often interpretable

DATA-DRIVEN

e relies on datasets and machine learning
e usually hard to interpret :
e extracts regularities from data

“Every time | fire a linguist, the
performance of our speech recognition
system goes up. ”*

* (often attributed to) Frederick Jelinek, the pioneer of speech recognition



Three Whales on Modern NLP
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g Which sentence is more likely “From sign to cosine: on language and computation™
Recipients or "From sine to cosine: on language and computation"?

Subject Show drafts v

* The more likely sentence is "From sine to cosine: on language and computation.”

From Sign to Cosine: on Language and .

. « Sine and cosine are well-established trigonometric functions used in mathematics
Compu s @ |
and computer graphics.
« Sign, while a mathematical concept, doesn't directly connect to the realm of

computation in the same way.

While it's possible the title uses “sign" in a more abstract way, referring to the
symbolic nature of language, "sine" makes a clearer connection to the
computational aspect mentioned in the subtitle.

@ You

Which sentence is more likely "From sign to cosine: on language and computation" or "From
sine to cosine: on language and computation"?

©® ChatGPT
The more likely sentence would be "From sign to cosine: on language and computation." In
mathematical contexts, the term "sign" typically refers to the sign function, which yields -1, 0, or 1
depending on the sign of its argument. In contrast, "sine" and "cosine" are trigonometric functions. So,
"sign to cosine" seems to follow a progression of mathematical functions more smoothly than "sine to
cosine."

R ChatGPT
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Subject Show drafts v

* The more likely sentence is "From sine to cosine: on language and computation.”

From Sign to Cosine: on Language and .

. « Sine and cosine are well-established trigonometric functions used in mathematics
Compu s @ |
and computer graphics.
« Sign, while a mathematical concept, doesn't directly connect to the realm of

computation in the same way.

While it's possible the title uses “sign" in a more abstract way, referring to the
symbolic nature of language, "sine" makes a clearer connection to the

computational aspect mentioned in the subtitle.

Q (1] «¢1 ”
© You Why is “Sign” less preferred?
Which sentence is more likely "From sigr - )
sine to cosine: on language and computation"?

©® ChatGPT
The more likely sentence would be "From sign to cosine: on language and computation." In
mathematical contexts, the term "sign" typically refers to the sign function, which yields -1, 0, or 1
depending on the sign of its argument. In contrast, "sine" and "cosine" are trigonometric functions. So,
"sign to cosine" seems to follow a progression of mathematical functions more smoothly than "sine to
cosine."

R ChatGPT

)




https://huggingface.co/google-bert/bert-base-uncased?text=A+cat+sat+on+the+%5BMASK%5D

revolutionalised

Whale#1: Language Models  modern NLP!

4 Inference API

@ Fill-Mask Examples Vv

Mask token: [MASK]

A cat sat on the [MASK].
4
Compute
Computation time on cpu: 0,031 s
0.406
floor
— 9.080
ground
0.070
couch
-— 9.064
bed
- 0.048
porch
</» JSON Output &3 Maximize

Vocabulary Words Their probability (given the context)



https://huggingface.co/google-bert/bert-base-uncased?text=A+cat+sat+on+the+%5BMASK%5D

https://colab.research.google.com/drive/1d6gydESN_A8kuFOWEGa_5D8DtAcFo5GY?usp=sharin

N-gram Language Models

Predicting the most probably next character based on n previous characters (order)

Generating “Harry Potter” character-by-character:
Order=4, Prompt= “Harr”

“Harry Potion off his eyes for the Philosophers Stone - J.K. Rowling up the”
“Harry, who's better and passed they saw than unting. “I've doors sleep. Se”

Order=10, Prompt= “Harry saw ”
“Harry saw his scared white face look down at the ground. Hagrid could see a hug”
“Harry saw his scar. “I might get lucky again.””

Many English words, partially interpretable syntax. Nothing
beyond character collocations!


https://colab.research.google.com/drive/1d6gydESN_A8kuF9WEGa_5D8DtAcFo5GY?usp=sharing

Whale#2: Distributional Semanticg

“You shall know a word by the company it keep” (Firth, 1957)

A meaning of a word is a distribution of its contexts.

IR.Fith




https://iramkiss.qgithub.io/2019/08/21/word-embeddings/
https://arize.com/blog-course/embeddings-meaning-examples-and-how-to-compute/

Whale#3: Vector Space Representations

I like enjoy deep learning NLP flying . .
v Td B 3 9 o o o7 Word co-occu.rrence. |
ke |2 0 0 1 0 1 0 0 sparse, big, not generalisable
emjoy |1 0 0 0 0 0 1 0
x_ der [0 1 0 0 1 0 0 0
N learning 0 O 0 il 0 0 0 1
NLP 0 1 0 0 0 0 0 1
flymg |0 0 1 0 0 0 o0 1
® . Lo o o o 1 i 3 @)
- e The output of LM task (prediction-based):
woman —| 07 | 03 | 08 | -07 | 01 | .05 | -04 . dense, real-valued, better
ausen generalisation

word Word embedding Visualization of word embedding
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Whale#3: Vector Space Representations
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Word embedding

Visualization of word embedding

Word co-occurrence:
sparse, big (VxV), not
generalisable

The output of LM task (prediction-based):
dense (Vxdim), real-valued, better
generalisation



https://jramkiss.github.io/2019/08/21/word-embeddings/
https://arize.com/blog-course/embeddings-meaning-examples-and-how-to-compute/

https.//embeddings-explained.lingvis.io/

Contextualising: Resolving Polysemy

man —

woman ——

queen ——

word

0.6

0.8

0.9

-0.1

-0.9

0.8

-0.1

0.8

0.8

woman

queen

Word embedding

Visualization of word embedding

Surrounding contexts:

* The plays, presented in celebration of the 100th anniversary of
0'Neill’'s birth, may go on to New York City...

* Microsoft browser bug may access private files.

+ The $100,000 award, to be presented to Taylor in May by the
president of Israel, .. .

l language model (DistilBERT, BERT, GPT-2)

Contextualized word embeddings:
*  may: <-0.581083, 0.029549, -0.092858, -0.063634, -0.547897, 0.004871, .. >

*  may: <©.744181, -1.465255, ©.104348, -1.066828, ©.30615, -0.023076, ..>

+  may: <-1.087184, -0.137186, -0.637199, -0.422636, -0.638509, ©.32379, .. >


https://embeddings-explained.lingvis.io/

https://embeddings-explained.lingvis.io/

Contextualising: Resolving Polysemy

man — | 06 | -02 | 0.8 | 09 | -0.1 | -0.9 | -0.7

woman

woman ——

queen
[ ]
queen — | 0.8 | -01 08 |-09 | 08 [ -05 | -09 surrounding cﬂﬂtexts'
. T o
word Word embedding Visualization of word embedding

language model (DistilBERT, BERT, GPT-2)

Contextualized word embeddings:
*  may: <-0.581083, 0.029549, -0.092858, -0.063634, -0.547897, 0.004871, .. >

*  may: <©.744181, -1.465255, ©.104348, -1.066828, ©.30615, -0.023076, ..>

+  may: <-1.087184, -0.137186, -0.637199, -0.422636, -0.638509, ©.32379, .. >


https://embeddings-explained.lingvis.io/

https://towardsdatascience.com/introduction-to-word-embedding-and-word2vec-652d0c2060fa

Measuring Word- & Sentence-level
S i m i I a rity Semantic similarity = 0.93

The boy was chased by a dog

Cosine Similarity A dog was chasing the boy

A ;,; Semantic similarity = 0.68
4B A cat was chasing the boy
o sim(A, B) = cos(0) = HAHHB“ A dog was chasing the boy
Semantic similarity = 0.62
- i A % A cat was chasing the boy
The boy was chased by a dog



https://towardsdatascience.com/introduction-to-word-embedding-and-word2vec-652d0c2060fa

https://towardsdatascience.com/introduction-to-word-embedding-and-word2vec-652d0c2060fa

Measuring Word- & Sentence-level
Similarity

Cosine Similarity More data =+ better and more robust

A models
A-B
A, B 0 . .
S Ty stmi, 5) = cos(6)= ]| Learns many patterns, including
spurious correlations and biases
! % Lacks of interpretability



https://towardsdatascience.com/introduction-to-word-embedding-and-word2vec-652d0c2060fa

Understanding?

Me: Make an image of how a sentence "A cat sat on the mat." is fed
into a neural network

Gemini: Sure, here is an image of how the sentence "A cat sat on
the mat." is fed into a neural network:




A *Very* Brief History of NLP

_ —> || STATISTICAL NEURAL

® requires expertise in the
area
e often interpretable

DATA-DRIVEN

e relies on datasets and machine Iearnlng
e usually hard to interpret E
e extracts regularities from data

system goes up

* (often attributed to) Frederick Jelinek, the pioneer of speech recognition




A Multidimensional Framework
for Evaluating Lexical Semantic
Change




Bloomfield, L. (1933). Language. Compton Printing Works Ltd.

Lexical Semantic Change

“Semantic change deals with change in meaning, understood to be a change in
the concepts associated with a word...” (Campbell, 1999)

Narrowing: superordinate (general) = subordinate (specific) meat ‘all food’ » meat ‘edible flesh’
Widening: subordinate (specific) = superordinate (general) dogge ‘of specific breed’ dog ‘all breeds’
Metaphor: transfer of a name based on associations of similarity bitraz ‘biting’ = bitter ‘harsh of taste’
Metonymy: change based on meaning’s proximity in space or time ceace jaw’ » cheek ‘fleshy side face’
Synecdoche: the meanings are related as whole and part stobo ‘heated room’ » stove ‘cooking device’
Hyperbole: strongersweaker meaning by overstatement extonare ‘to strike with thunder’ = astonish
‘surprise’

Meiosis: weaker=stronger meaning by understatement kwalljan ‘to torment’ » cwellan ‘to kill’
Degeneration: Positive»negative connotation cnafa ‘boy servant’ = knave ‘a tricky deceitful fellow’

Elevation: Negative=>positive connotation cniht ‘boy, servant’ knight ‘man honored by sovereign for merit’



Bloomfield, L. (1933). Language. Compton Printing Works Ltd.

Lexical Semantic Change

“Semantic change deals with change in meaning, understood to be a change in
the concepts associated with a word...” (Campbell, 1999)

Narrowing: superordinate’(general) » subordinate (specific) meat ‘all food’ =+ meat ‘edible flesh’
Widening: subordinate (specific) = superordinate (general) dogge ‘of specific breed’ dog ‘all breeds’
Metaphor: transfer of a name based on associations of similarity bitraz ‘biting’ = bitter ‘harsh of taste’
Metonymy: change based on meaning’s proximity in space or time ceace jaw’ » cheek ‘fleshy side face’
Synecdoche: the meanings are related as whole and part stobo ‘heated room’ » stove ‘cooking device’
Hyperbole: strongersweaker meaning by overstatement extonare ‘to strike with thunder’ = astonish
‘surprise’

Meiosis: weaker=stronger meaning by understatement kwalljan ‘to torment’ » cwellan ‘to kill’
Degeneration: Pt inananativin cannataticn ~nnfo thov conaont’ o lncye ‘g tricky deceitful fellow’
Elevation: Nega Can NLP tools help to evaluate the changes? ed by sovereign for merit’



How should the
change be
measured?

Natural Language Processing
(NLP) lacks a unifying framework
to integrate multiple dimensions

of lexical semantic change

Detect Any Change (Kutuzov et
al., 2018; Montanelli & Petriti,
2023; Tahmasebi et al., 2019;
Tahmasebi & Dubossarsky, 2023)

Detect specific types of change:

o Broadening (Vylomova et al., 2019)

o Metaphor (Tong et al., 2021)

o Hyperbole (Badathala et al., 2023;
Kong et al., 2020; Schneidermann et
al., 2023; Tian et al., 2021)

o Bleaching (Luo et al., 2019)

o Pejoration (Dinu et al., 2021)



Step 1. Making a more compact model

Dimensions of Lexical Semantic Change

Dimension Rising

Falling

Sentiment Elevation (Bloomfield, 1933);
Amelioration (Ullmann, 1962)

Breadth Widening (Bloomfield, 1933;
Ullmann, 1962); Generalization of
meaning (Blank, /999); Horizontal
Creep (Haslam, 2016)*;

Intensity Meiosis (Bloomfield, 1933)

Degeneration (Bloomfield, 1933);
Pejoration (Ullmann, 1962)

Narrowing (Bloomfield, 1933;
Ullman, 1962); Specialization of
meaning (Blank, 1999)

Hyperbole (Bloomfield, 1933);
Vertical Creep (Haslam, 2016)*

Note: * = specific to harm-related concepts



Baes, N., Haslam, N., Vylomova, E. (2024). A Multidimensional Framework for Evaluating Lexical Semantic Change with Social Science
Applications. Under Review

Three Major Dimensions of Semantic Change

Intensity

Breadth

Senti



Baes, N., Haslam, N., Vylomova, E. (2024). A Multidimensional Framework for Evaluating Lexical Semantic Change with Social Science
Applications. Under Review

Three Major Dimensions of Semantic Change

relates to whether a word changes to refer
. o to more emotionally or referentially intense
Thematic Content: shifts in the henomena (‘meiosis’) or less intense
specific contexts in which the word mena (‘hyperbole’)

is used

Intensity

Breadth

= relates to whether a word expands
- - (‘widening’, ‘generalization’) or
contracts (‘narrowing’,
Senti ‘specialization’) its semantic range

resembles primary dimensions of:

1) human emotion: Valence (Russell, 2003
2) connotational meaning: Evaluation
(good/bad) (Osgood et al., 1975)



Step 2. Operationalisation of each type of change
Operationalisation: Breadth

Semantic broadening of the target concept was evaluated as average cosine
(dis)similarity between sentence level embeddings containing the target term

Bi-Encoder Cross-Encoder
g 4
i.) Cosine-Similarity
et /v\
c
e
c u v
0.1

Q
n % s & 4
o = pooling pooling Classifier
= 4 4 4
Q3 BERT BERT BERT

[
C —

Q
8 v Sentence A SentenceB Sentence A SentenceB




Operationalisation: Valence and
Arousal

Method: Valence and Arousal norms from Warriner et al. (2013), which provide
ratings for 13,915 English lemmas collected from 1,827 United States residents,
ranging from low valence (1: feeling extremely “unhappy”, "despaired") to high
valence (9: feeling extremely “happy”, “hopeful") and low arousal (1: feeling "calm",
"unaroused") to high arousal (9: feeling "agitated", "aroused")

Sentiment = valence
Intensity =+ arousal



Operationalisation: Intensity (Modifier)

How: proportion of adjective modifiers of the target concept that amplify its
meaning

Method: intensifiers that reflect adjectives modifying nouns to amplify their
meaning “great”, “intense”, “severe”, “harsh”, “major”, “extreme”, “powerful”,

“serious”, “devastating”, “destructive”, “debilitating”



Haslam, N. (2016). Concept creep: Psychology's expanding concepts of harm and pathology. Psychological Inquiry, 27(1), 1-17.

Case Study: Concept Creep

“Concept creep” is the gradual semantic expansion of harm-related
concepts such as bullying, harassment, mental disorder, prejudice,
and trauma (1980-2020s).

It takes two forms: -

1) Vertical creep: “concept’s meaning becomes less stringent, extending to
quantitatively milder variants of the phenomenon to which it originally
referred” (Haslam, 2016)

traumatic event ‘distressing and abnormal human experience’ (rape) included

milder items (business 0ss) -
2) Horizontal creep: “concept extends to a qualitatively new class 0

phenomena or is applied in a new context” (Haslam, 2016)
trauma ‘physical wound’ trauma including psychological injuries too




Case Study: Concept Creep

Psychology Abstracts: The corpus comprises abstracts from journals in the field of
psychology covering the period of 1930-2019 that were collected from the E-Research
and the PubMed databases. In total, there are 871,340 abstracts from 875 journals
resulting in 133,082,240 tokens. We mainly focus our study on the 1970-2016 period

General (CoHA+CoCA): The corpus of historical English (CoHA) starts in the 1810s
and ends in the early 2000s, comprising 400 million words from 115,000 texts evenly
sampled for each decade from fiction, magazines, newspapers, and non-fiction books.
The corpus of contemporary American English (CoCA) covers the period from 1990 till
2019 and contains about 1 billion words from 500,000 texts evenly sampled from
spoken, TV shows, academic journals, fiction, magazines, newspapers, and blogs



Vylomova, E., Murphy, S., & Haslam, N. (2019). Evaluation of Semantic Change of Harm-Related Concepts in Psychology.
Proceedings of the 1st International Workshop on Computational Approaches to Historical Language Change, 29-34

Broadening of “Trauma”, “Addiction”,
“Harassment”

0.74

0.72

Semantic broadening via cosine
similarity between sentence-level
representations

0.66

0.64

1970s 1980s 1990s 2000s 2010s
w= w= ADDICTION == == BULLYING == == TRAUMA == == HARASSMENT == == PREJUDICE
== E-ADDICTION == E-BULLYING « E-TRAUMA == E-HARASSMENT == E-PREJUDICE

Figure 2.4: Mean cosine similarities (polynomial smoothing) over five
decades (psychology abstracts corpus). Bold and dashed lines corre-
spond to epoch-specific (e-*) and global (static) embeddings, respec-
tively.



Vylomova, E., Murphy, S., & Haslam, N. (2019). Evaluation of Semantic Change of Harm-Related Concepts in Psychology.
Proceedings of the 1st International Workshop on Computational Approaches to Historical Language Change, 29-34
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01

0.0

Concept Creep (Haslam, 2016): Trauma
Childhood/Physical—>Emotional/Stress

= Childhood

= Physical

= Psychological
- Stress

1980s 1990s 2000s 2010s

Top Nearest Neighbors (Psychology)

fear

o‘-
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ht

v ‘ °co®
age
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surgeon
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scar  wound i

ouch healing

Word Associations

tps://smallworldofwords.org/en/project/visualize
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https://smallworldofwords.org/en/project/visualize

Vylomova, E., Murphy, S., & Haslam, N. (2019). Evaluation of Semantic Change of Harm-Related Concepts in Psychology.
Proceedings of the 1st International Workshop on Computational Approaches to Historical Language Change, 29-34

Concept Creep (Haslam, 2016): Addiction

Substance— Behaviour

03 = Alcohol

= Drug

Tt Gaming
= Heroin
= Internet

03 = Narcotic

0.2

0.1

0.0

1980s 1990s 2000s 2010s

Top Nearest Neighbors (Psychology)

o alcohol
dependence

4t A rehab cocaine
chocolate drug
T, GBS

4 bl heroin
sex % internet

\ ’ N addiction drugs

disease

gambling ‘

Word Associations

https://smallworldofwords.org/en/project/visualize
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Vylomova, E., Murphy, S., & Haslam, N. (2019). Evaluation of Semantic Change of Harm-Related Concepts in Psychology.
Proceedings of the 1st International Workshop on Computational Approaches to Historical Language Change, 29-34

Concept Creep (Haslam, 2016): Harassment
Workplace— Online

annoyance
anger

0.3 = Cyber
= Online
men
0.4 = Peer wotk annoy

= Racial

= Sexual
03 = Workplace street
sex

unwantdtrassment

0.2

annoying

0.1

sexual i

0.0

1980s 1990s 2000s 2010s assault

Top Nearest Neighbors (Psychology) Word Associations

https://smallworldofwords.org/en/project/visualize
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Baes, N., Haslam, N., Vylomova, E. (2024). A Multidimensional Framework for Evaluating Lexical Semantic Change with Social Science
Applications. Under Review

Broadening of “Mental health”, “Mental
illness”

mental_health
o 070
§ BBBd 200000 s leREREME o
0.501
ﬁ 040 \/\/_‘
Significant increasing trends for mental health % 0601
and mental illness in the psychology corpus, but g - mental_illness
no trends in the general corpus F P
2 0.501 /\——/
Oogol

Corpus — Psychology - General



Baes, N., Haslam, N., Vylomova, E. (2024). A Multidimensional Framework for Evaluating Lexical Semantic Change with Social Science
Applications. Under Review

Decrease in Valence of “Mental health”

Significant declining trend in the valence of words used

: : mental health
in the context of mental health in the psychology
corpus and no trend in the general corpus 5.8
5.61
1980s 2010s X
9 54;
195 community MH 826 physical MH (-
30 use MH 597 child MH ?,)
26 physical MH 516 adolescent MH H
20 infant MH 495 poor MH 8 mental IIIneSS
19 child MH 471 community MH [}
17 need MH 368 use MH (_U 58
17 health MH 324 improve MH >
15 preventive MH 282 associate MH 5.4 1
14 system MH 281 base MH
14 relate MH 260 positive MH 5 O A
14 poor MH 239 health MH ’
14 group MH 231youth MH T T T T T
14 general MH 222 adult MH Q ,\<o D ng N q<o S Q‘o NN
14 concern MH 221and MH 9" O O O 9O 9O O O O O
13 relationship MH 214 relate MH N N N N N N v v v v
13 provide MH 214 maternal MH Year
13 measure MH 210 experience MH
12 influence MH 205 risk MH
12 implication MH 199 f ic MH
1 r'g?epﬁ . 191 s:I:i:;Tllt\:/lH Corpus — Psychology --- General



Baes, N., Haslam, N., Vylomova, E. (2024). A Multidimensional Framework for Evaluating Lexical Semantic Change with Social Science
Applications. Under Review

Increase in Arousal in “Mental health” and
Rise of Intensifiers in “Mental illness”

Increasing trend in the arousal
index “mental health” in psychology
and the general corpus.

mental health

mental illness

Corpus — Psychology -

Proportion of mentions of “mental illness” with one of
intensifying adjectives (“great”, “intense”, “severe”,

“harsh”, “major”, “extreme”, “powerful”, “serious”,
“devastating”, “destructive”, “debilitating”) as amod

o

o2}

S
.

o
[N
o

Intensity Index
o
5

oool A \J v
O 2 A P O H O H Q0
Year
Corpus — Psychology -+ General



Baes, N., Haslam, N., Vylomova, E. (2024). A Multidimensional Framework for Evaluating Lexical Semantic Change with Social Science
Applications. Under Review

Increase in Arousal in “Mental health” and
Rise of Intensifiers in “Mental illness”

1980s 1990s 2000s 2010s

18 attitude Ml 105 severe MI 262 severe Mi 360 severe MI
7 major MI 24 chronic Mi 119 people MI 203 people Mi
7 chronic Mi 22 persistent Ml 66 person Ml 118 individual Ml
6 risk Ml 21 person Ml 40 individual Ml 105 person Ml
6 physical Ml 21 people Ml 36 persistent Ml 71 stigma Mi

5 cause Ml 19 history Ml 36 major Ml 71 history Ml

5 attribution Mi 10 retardation Ml 34 history Ml 61 parent Mi

4 severe Ml 9 treatment Mi 30 attitude MI 58 adult Ml

4 perception Ml 9 relationship Ml 28 diagnose Mi 56 attitude Ml

4 level MI 9 major Mi 25 symptom MI 54 offender Ml
4 label Ml 9 form Ml 25 patient Ml 53 experience Ml
4 history Ml 8 symptom Ml 24 stigma MI 43 patient Ml

4 conception Ml 8 attitude Ml 23 treatment Mi 42 chronic Ml

3 view Ml 8 adult MI 20 chronic Mi 41 treatment MI
3 symptom Mi 8 abuse M 19 parental Ml 38 symptom Mi
3 rate MI 7 woman Ml 18 prevalence Ml 38 associate Ml
3 patient Ml 7 physical Ml 17 suffer Mi 36 parental Ml
3 opinion MI 7 diagnosis Mi 17 adult Mi 33 burden M

3 live Ml 6 suffer Ml 16 parent M 33 belief Ml

3 demonizing MI 6 stigma Mi 16 disorder Ml 32 diagnose Ml



Operationalisation: Thematic content

Theme of interest: Pathology, given concerns about pathologization of target
concepts (Brinkmann, 2016).
Dictionary: Pathologization dictionary (developed by Baes et al., 2023) to
compute pathologization index
e Generate disease-related words with restricted range in meaning:
“clinical”, “disorder”, “symptom?, “illness”, “pathology”, “disease”
e List their forward word associations from the English Small World of Words
project (De Deyne et al., 2019) and remove duplicates
e Filter the list for lemmas reflecting pathologization (i.e., to view or
characterize as medically or psychologically abnormal)

” & 9 &

“ailment”, “clinical”, “clinic”, “cure”, “diagnosis”, “disease”, “disorder”, “ill”, “illness”
“medical”, “medicine”, “pathology”, “prognosis”, “sick”, “sickness”, “symptom?”,
“treatment”

e Compute the pathologization index: relative frequency of disease-related collocates of
the target term



Baes, N., Haslam, N., Vylomova, E. (2024). A Multidimensional Framework for Evaluating Lexical Semantic Change with Social Science
Applications. Under Review

Rising pathologization of “Mental health” and “Mental illness”

Mental health and mental illness become significantly more associated with pathology-related
terms in the psychology corpus, but not in the general corpus

mental_health
5 0.02
(0]
2 0,014
C
8 0.00-
N mental_illness
8 0.051
© 0.041
%o.os-
0.02-
B 0011
pooL ¥ 0w ¢
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Corpus — Psychology - General



Xiao, Y, Baes, N., Vylomova, E., & Haslam, N. (2023). Have the concepts of ‘anxiety’ and ‘depression’ been normalized or
pathologized? A corpus study of historical semantic change. PLoS ONE

Rising pathologization of anxiety and depression

Clinical terminology (e.g., “disorder”, “symptom”) appeared frequently in the context of of
target terms Psychology General

Anxiety

Relative Frequency
o A °
2 8 2

1990
Decade Decade

Depression

Relative Frequency
° ° °
2 2 2
2 B 8




Xiao, Y, Baes, N., Vylomova, E., & Haslam, N. (2023). Have the concepts of ‘anxiety’ and ‘depression’ been normalized or
pathologized? A corpus study of historical semantic change. PLoS ONE

Rising intensity of anxiety and depression

The meanings of anxiety and depression showed significant increases in their emotional
intensity from 1970 onwards in a corpus representing psychology and general US English text
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NLP for Field Linguistics and
Linguistic Typology

Proposal #2: incorporate NLP models to make linguistic data collection,
processing and interpretation more efficient




Shcherbakov, A., Vylomova, E., & Thieberger, N. (2016). Phonotactic modeling of extremely low resource languages. In Proceedings of
the Australasian Language Technology Association Workshop 2016 (pp. 84-93).

Lexical Elaboration g

How to find words that are not already recorded in the
dictionary? How to get more nuanced meanings?

-- Story telling

-- Going through domain-specific terms (kins terms,
place names)

Jictiic:

Here, instead we propose a method for creating possible words
that can be confirmed by speakers (or not) as being words in the
language.



Shcherbakov, A., Vylomova, E., & Thieberger, N. (2016). Phonotactic modeling of extremely low resource languages. In Proceedings of
the Australasian Language Technology Association Workshop 2016 (pp. 84-93).

Lexical Elaboration

Task: Given short wordlists (no translations/texts), produce plausible words
(lemmas), increasing the likelihood of hits (i.e. generated forms being real words).

https://paradisec.org.au/wordgen/wag.php

Info & updates

Word generatorwi.2)

4

wildcard+ -+ Confidence dependent multipliers, % 100% Reset master
Abstraction factors 70 0 10 a0 ,‘ 70 100 100 %0
0 [
[l
Required confidence, % ‘ ‘
7 | I
- U ! 4
N-Gram size Generated Word Count (max./10 * |syllables ) 0
030405 © 200 ® 500 O 1000 © 2000 O 5000
Dictionary words Probability Score Precision
[0 Allow [ Display [J Sort by [ Pick top [ evaluate )
Dictionary file |Browse... | No file selected. [J sample
“<|[> ]/ Generate | | Download | Close session | [ verbose



https://paradisec.org.au/wordgen/wg.php

Shcherbakov, A., Vylomova, E., & Thieberger, N. (2016). Phonotactic modeling of extremely low resource languages. In Proceedings of
the Australasian Language Technology Association Workshop 2016 (pp. 84-93).

Lexical Elaboration

Task: Given short wordlists (no translations/texts), produce plausible words
(lemmas), increasing the likelihood of hits (i.e. generated forms being real words).

https://paradisec.org.au/wordgen/wg.php
Word generator(i.2)

E.g., based on English Swadesh list (woman,man Liiie, e e
person,child, wife, husband, mother, father), ——

10 100 100 %

‘ ‘ U ‘ ‘ I I ¥
N N-Gram size Generated Word Count (max.[10 ° |syllables )

aroun I ellls 030405 © 200 ® 500 O 1000 O 2000 O 5000

Dictionary words Probability Score

O Allow [J Display [J Sort by [J Pick top

Dictionary file |Browse...| en-words [ sample

'<|[>][ Generate | | Download | | Close session |

D Jink hi " e

an bar be

becaus  bell bellow

bellower bir bit

blo blowe  blower

bon breas  breat

breath  breather breathere
cor

F u I I I iSt: ggﬁntain E"gx:) Esind
https://en.wiktionary.org/wiki/Appendix:English Swade m e
S h | ist feathere ggg gfyg,em
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feart fearth
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https://paradisec.org.au/wordgen/wg.php
https://en.wiktionary.org/wiki/Appendix:English_Swadesh_list
https://en.wiktionary.org/wiki/Appendix:English_Swadesh_list

Shcherbakov, A., Vylomova, E., & Thieberger, N. (2016). Phonotactic modeling of extremely low resource languages. In Proceedings of
the Australasian Language Technology Association Workshop 2016 (pp. 84-93).

Lexical Elaboration

Task: Given short wordlists (no translations/texts), produce plausible words
(lemmas), increasing the likelihood of hits (i.e. generated forms being real words).

https://paradisec.org.au/wordgen/wag.php

Word generator(i.2)

E.g., based on English Swadesh list (woman,man e e T
person,child, wife, husband, mother, father), posmsnes § |47 [ ] 4
around 200 items Soves i s o 0 o

Display [J Sort by [J Pick top

Note: English has less transparent orthography,
with many conventions!

bon breas  breat
breath  breather breathere
bur cor

Full list;
https://en.wiktionary.org/wiki/Appendix:English_Swade o
sh_list


https://paradisec.org.au/wordgen/wg.php
https://en.wiktionary.org/wiki/Appendix:English_Swadesh_list
https://en.wiktionary.org/wiki/Appendix:English_Swadesh_list

Shcherbakov, A., Vylomova, E., & Thieberger, N. (2016). Phonotactic modeling of extremely low resource languages. In Proceedings of
the Australasian Language Technology Association Workshop 2016 (pp. 84-93).

Lexical Elaboration

Task: Given short wordlists (no translations/texts), produce plausible words
(lemmas), increasing the likelihood of hits (i.e. generated forms being real words).
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Shcherbakov, A., Vylomova, E., & Thieberger, N. (2016). Phonotactic modeling of extremely low resource languages. In Proceedings of
the Australasian Language Technology Association Workshop 2016 (pp. 84-93).

Lexical Elaboration

Task: Given short wordlists (no translations/texts), produce plausible words
(lemmas), increasing the likelihood of hits (i.e. generated forms being real words).
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Lexical Typology

Bininj Gun-Wok:

Worrowkme -- the hop of a person

Djarrwahme -- the hop of the female antilopine kangaroo
Mawudme -- the hop of the male antilopine kangaroo
Muribardme -- the hop of the female euro

Njedjme -- the hop of the male walaroo

burrmarlarla

“The name for a male antilope kangaroo that is
resting, lying on its side in part shade during the
heat of the day and the movement of the
dappled light on its fur gives it the appearance
of having covered itself with white clay, just as
hunters do when they hunt these large animals”

(an example from Rachel Nordlinger) 51
I N D



Lexical Elaboration with Dictionaries

Current work: Exploring lexical elaboration based on bilingual dictionaries!

Do Eskimo-Aleut languages have more words for “snow”?

Do languages of peoples living in desert areas have less words for “rain”?
Do Australian languages have rich vocabularies for “kangaroo”?

Do languages spoken in the rainforest environments (humid, hot) have
more “smell” terms? How often the speakers are hunter-gatherers?

Which language has the richest “dance” vocabulary?



Lexical Elaboration with Dictionaries

Current work: Exploring lexical elaboration based on bilingual dictionaries!

Do Eskimo-Aleut languages have more words for “snow”?

Do languages of peoples living in desert areas have less words for “rain”?
Do Australian languages have rich vocabularies for “kangaroo”?

Do languages spoken in the rainforest environments (humid, hot) have
more “smell” terms? How often the speakers are hunter-gatherers?

Which language has the richest “dance” vocabulary?




Morphological Paradigm Completion

Collecting paradigm data efficiently
Word generatorsic) Support we’d like to elicit all form

wildcard+ + Confidence dependent multipliers, % 100% Reset master (13 ”
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Morphological Paradigm Completion

Collecting paradigm data efficiently
Word generatorsic) Support we’d like to elicit all form

wildcard+ + Confidence dependent multipliers, % 100% Reset master

wildcard+ “Le ”
Abstraction factors 70 = 70, 10 40 70 100 100 %0 fO r fl n g n OW.

‘ |
N-Gram size Generated Word Count (max.hoi" syllables ) W h at a re th e O pti O n S?

Required confidence, %
70

0304@5 O 200 ® 500 O 1000 O 2060 O 5000
Dictionary words Probability Score

[ Allow [ Display [ Sort by T Pick top

Dictionary file |Browse...| en-words [J sample

1)  *“fing” is a noun = (likely) regular
+ “—S” » “fings”

i‘ \:H Generate | | Download | | Close session |

Direct link to this variant settings
an bar be

el v 2) “fing” is a verb, i.e.

blo blowe  blower

T i a) “lI/We/You/They” Present »
bur clo cor “wre 99

cou . g(.)un fl(-,l:nd N d t k fl ng

fite  fatbere B eedioask ) “He/She” Present » “fings”

fea feart

foathere g the k\ c) Continuous = “finging”
- Speaker: d) Past = “finged” or “fang”??




Morphological Paradigm Complexity

Two components of complexity (Ackerman and Malouf, 2013):

— E-complexity: the number of morphosyntactic distinctions a word
overtly marks (approx. the paradigm size)

— lI-complexity (form predictability/regularity)

Potentially, a tradeoff between the two:
— English verbs: small paradigms, irregulars in the past tense

— Archi: up to 1000 forms in a single paradigm, but high regularity



https://rycolab.io/papers/cotterell+al.tacl19.pdf

Morphological Paradigm Completion

A sample Paradigm for the Polish (fusional) A sample Paradigm for the Turkish
lemma “ksigzka” (book) (agglutinative) lemma “guakamole”
Tag guakamole

ksigzka  ksigzkg  N;INS;SG
ksigzka  ksigzka  N;NOM;SG
ksigzka  ksigzke  N;ACC;SG
ksigzka ksigzKki N:ACC;PL

syncrefic | faka 7 N;GEN;SG
forms ksigzka  ksigzki N:NOM:;PL
ksigzka ? N:VOC;PL

ksigzka  ksigzkom N;DAT;PL
ksigzka  ksigzko  N;VOC;SG

lemma form /tag'(features/
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ksigzka  ksigzka  N;NOM;SG
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Morphological Paradigm Completion

A sample Paradigm for the Polish (fusional) A sample Paradigm for the Turkish
lemma “ksigzka” (book) (agglutinative) lemma “guakamole”
Tag guakamole

ksigzka  ksigzkg  N;INS;SG

Sigzka \N;VOCF
ksigzka  ksigzkom N;DAT;PL
ksigzka  ksigzko  N;VOC;SG

lemma form /tag'(features/




SIGMORPHON Shared Task on
Morphological (Re-)Inflection. NNs

generalise well!

Inflection: RUN + V;PST — ran
reinflection: running +V;PST — ran


https://www.youtube.com/watch?v=q5YpLLhW-ck&list=PLFIGad0NI4otlMdBk7nJxORe7BB_98IEO

Error Taxonomy (Gorman et al., 2019)

TARGET —>» SILLY

-» Free variation

Extraction

—  Wiktionary

=>»ALLOMORPHY—>

SPELLING

Free variation error: more than one acceptable form exists
Silly errors: “bizarre” errors which defy any purely linguistic
characterization (“*membled" instead of "mailed" or enters a
loop such as “ynawemaylmyylmyylmyylmyylmyylmyym..."
instead of "ysnewem")

Allomorphy errors: misapplication of existing allomorphic
patterns

Spelling errors: forms that do not follow language-specific
orthographic conventions



Error Taxonomy (Gorman et al., 2019)

Target Silly Allomorphy Spelling
Language UE-LMU-1 CLUZH-7 | UE-LMU-1 CLUZH-7 [UE-LMU-1 CLUZH-7
Dutch 8 1 1 19 16 5 7
English 3 0 0 18 18 7 11
Finnish 11 7 7 33 48 0 0
German 3 4 10 54 67 9 9
Hungarian 83 21 9 37 44 1 0
Italian 5 5 1 11 16 0 2
Latin 119 2 0 76 93 0 0
Polish 5 6 3 60 67 2 4
Portuguese 1 1 0 6 ) | 2
Romanian 54 3 5 61 69 | 2
Russian 7 7 0 48 45 23 28
Spanish 7 2 1 12 12 6 6
Total 55 71




https://qgithub.com/sigmorphon/2024InflectionST

Morphological Paradigm Completion

%SH%‘?\TCRE&D“M A simulation of linguistic fieldwork:

évl AI}ARERY‘“’”W‘“” A linguist: a pre-existing dictionary (*lemmas
i

are known) and a morphological paradigm structure

A native speaker: an oracle system provides
access to complete paradigms for all lemmas: as an
input it receives (1) a lemma, (2) target tags/features,
(3) system id (linguist).

The oracle system has access to all forms, but it
comes as a certain cost. Participants can send
requests to retrieve a form or to check whether their
prediction is correct (-1 for retrieval and incorrect
forms). Their task is reduce the penalty and get the
highest accuracy at all forms prediction.



https://github.com/sigmorphon/2024InflectionST

https://qgithub.com/sigmorphon/2024InflectionST

Morphological Paradigm Completion

<5 DAURE Mé[komnu Research Questions:
Ap"GUU El MCISDﬁm

JU| ARERY cmmnm

D"“AI-IAYl e What is the minimum number of samples to get

tgkLES_AQILAl \E the highest accuracy?

AngRRISESAll HH e What is the best strategy to sample selection?

e What are the most essential paradigm parts
(principal parts of the paradigm)? How do we
learn them automatically?

e How well do the systems learn syncretic forms?



https://github.com/sigmorphon/2024InflectionST

NLP for Better Technology in
Small Languages

Proposal #3: incorporate NLP models to digitise and translate pre-existing
linguistic resources




Joshi, P, Santy, S., Budhiraja, A., Bali, K., & Choudhury, M. (2020). The State and Fate of Linguistic Diversity and Inclusion in the NLP
World. In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics (pp. 6282-6293).

The State and Fate of Linguistic Diversity and Inclusion in the
NLP World

i r | O - The Left-Behinds
o .
g w s 1- The Scraping-Bys
% L TTRE 2 - The Hopefuls
R | e 3 - The Rising Stars
10‘ .\‘I (”‘,.._.--.-.::.:-‘-;-.~‘~\“ 4 - The Underdogs
) \ ,', n_‘ A by 1
10° 100 102 10° 10° 10° 10° 107 5 - The Winners
Unlabeled data (log)
Class 5 Example Languages #Langs | #Speakers | % of Total Langs
0 Dahalo, Warlpiri, Popoloca, Wallisian, Bora 2191 1.2B 88.38%
1 Cherokee, Fijian, Greenlandic, Bhojpuri, Navajo 222 30M 5.49%
2 Zulu, Konkani, Lao, Maltese. Irish 19 5.7 0.36%
3 Indonesian, Ukranian, Cebuano. Afrikaans, Hebrew 28 1.8B 4.42%
4 Russian, Hungarian, Vietnamese, Dutch, Korean 18 2.2B 1.07%
5 English, Spanish, German, Japanese, French 7 2.5B 0.28%




Joshi, P, Santy, S., Budhiraja, A., Bali, K., & Choudhury, M. (2020). The State and Fate of Linguistic Diversity and Inclusion in the NLP
World. In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics (pp. 6282-6293).

The Case of Mambai (Timor-Leste)

10°
:

« 2
210

10°

17

L R b
10° 100 102 100 10* 105 10°% 107

Mambai (also spelled Mambae) is second most
common mother tongue in Timor-Leste after
Tetun,with around 200,000 native speakers

An Austronesian language, does not have a
standardised orthography

Translating to Mambai can bring valuable material
closer to Mambai-speaking communities

Unlabeled data (log)
Class 5 Example Languages #Langs | #Speakers | % of Total Langs

0 Dahalo, Warlpiri, Popoloca, Wallisian, Bora 2191 1.2B 88.38%

1 Cherokee, Fijian, Greenlandic, Bhojpuri, Navajo 222 30M 5.49%

2 Zulu, Konkani, Lao, Maltese, Irish 19 5.™M 0.36%

3 Indonesian, Ukranian, Cebuano, Afrikaans, Hebrew 28 1.8B 4.42% M am b a | be | on g S
4 Russian, Hungarian, Vietnamese, Dutch, Korean 18 2.2B 1.07%

5 English, Spanish, German, Japanese, French 7 2.5B 0.28% h e I‘e!




Merx, R., Mahmudi, A., Langford, K., de Araujo, L. A., & Vylomova, E. (2024). Low-Resource Machine Translation through
Retrieval-Augmented LLM Prompting: A Study on the Mambai Language. EURALI workshop, LREC 2024, Torino, Italy.

The Case of Mambai (Timor-Leste)

Language Manual
(Amaro Dlalect)

Gefof_frey.Hul[

1

Pronuhcna tion Gmdc
‘¢ Basic Gmmmar
,* Phrase Book .
s Mambai- Enghsh Vocah‘ulér(
Eug :slrMambal lbcabu!ary

Can we use large language models (LLMs) for
translating English into Mambai?

Initially provided

A 109-pages book that includes a pronunciation
guide, a grammar, a phrase book (1275 bitexts), and
English-Mambai (1790 entries) and
Mambai-English(1592)

LLMs: GPT-4-Turbo, Mixtral, Llama



Merx, R., Mahmudi, A., Langford, K., de Araujo, L. A., & Vylomova, E. (2024). Low-Resource Machine Translation through
Retrieval-Augmented LLM Prompting: A Study on the Mambai Language. EURALI workshop, LREC 2024, Torino, Italy.

The Case of Mambai (Timor-Leste)

Preprocessing:
- Dictionaries
Word_fl!es [ for English-
opqta:mpg Mambai and
dictionaries Mambai-English

ARSI Parallel aligned
Word document ) ( Sarie TR )——[English-Mambai]
. 2 1
; sentences

[ Word file con-

taining parallel
sentences




Merx, R., Mahmudi, A., Langford, K., de Araujo, L. A., & Vylomova, E. (2024). Low-Resource Machine Translation through
Retrieval-Augmented LLM Prompting: A Study on the Mambai Language. EURALI workshop, LREC 2024, Torino, Italy.

The Case of Mambai (Timor-Leste)

Translation:

sentences
from manual |

[ Example

Input: English i $ Output: trans-
sentence LM lated sentence
from test set | — in Mambai

Dictionary entries
from manual




Merx, R., Mahmudi, A., Langford, K., de Araujo, L. A., & Vylomova, E. (2024). Low-Resource Machine Translation through
Retrieval-Augmented LLM Prompting: A Study on the Mambai Language. EURALI workshop, LREC 2024, Torino, Italy.

The Case of Mambai (Timor-Leste)

Results:
Model NtrioE Nembed UseDict BLEU ChrF ChrF++
gpt-4-turbo 0 0 FALSE 3.7 224 19.9
gpt-4-turbo 0 0 TRUE 6.9 253 247
gpt-4-turbo 10 0 FALSE 16.1 40.3 39.7
gpt-4-turbo 10 0 TRUE 209 418 416
gpt-4-turbo 0 10 FALSE 16.8 382 374
gpt-4-turbo 0 10 TRUE 183 39.6 395
gpt-4-turbo 5 5 FALSE 177 404 39.6
gpt-4-turbo 5 5 TRUE 212 418 416
Mixtral 8x7B 5 5 TRUE 9.0 309 304
LlaMa 70b 5 5 TRUE 12.3 32.3 31.8



Merx, R., Mahmudi, A., Langford, K., de Araujo, L. A., & Vylomova, E. (2024). Low-Resource Machine Translation through
Retrieval-Augmented LLM Prompting: A Study on the Mambai Language. EURALI workshop, LREC 2024, Torino, Italy.

The Case of Mambai (Timor-Leste)

Results:
Model NtrioE Nembed UseDict BLEU ChrF ChrF++
gpt-4-turbo 0 0 FALSE 3.7 224 199
gpt-4-turbo 0 0 TRUE 6.9 25.3 247
gpt-4-turbo 10 0 FALSE 16.1 40.3 39.7
gpt-4-turbo 10 0 TRUE 20.9 418 416
gpt-4-turbo 0 10 FALSE 16.8 382 374
gpt-4-turbo 0 10 TRUE 18.3 39.6 395
gpt-4-turbo 39.6
gpt-4-turbo 41.6
Mixtral 8x7B 30.4
LlaMa 70b 31.8




Merx, R., Mahmudi, A., Langford, K., de Araujo, L. A., & Vylomova, E. (2024). Low-Resource Machine Translation through
Retrieval-Augmented LLM Prompting: A Study on the Mambai Language. EURALI workshop, LREC 2024, Torino, Italy.

The Case of Mambai (Timor-Leste)

Results: Let’s ask a native speaker to provide us with
Model a few more translations and then evaluate
gpt-4-turbo our system on them!
gpt-4-turbo : : o o -
gpt-4-turbo 10 0 FALSE 161 403 397
gpt-4-turbo 10 0 TRUE 209 418 416
gpt-4-turbo 0 10 FALSE 168 382 374
gpt-4-turbo 0 10 TRUE 183 396 395
gpt-4-turbo 39.6
gpt-4-turbo 41.6
Mixtral 8x7B 30.4
LlaMa 70b 31.8




Merx, R., Mahmudi, A., Langford, K., de Araujo, L. A., & Vylomova, E. (2024). Low-Resource Machine Translation through
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A Few more Experiments
with LLMs...
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Toeperform a ceremony for some- abbawf}_ +V, __A CON. A:in-, .. .. . . .
one who has had a spirit en- CONl ™. o @uppock nssalf by dictionary containing translations into English, the
counter; such a ceremony. (1) leaning on one arm against an . . .
lyabtam nan nasakit. Penform BhyRct) ta heng By OES WEe SN data is provided in two columns. Parse the
the 4bat ceremony for the sick an object. (l? Nan komawat .. .
penson. sinan bétang, in-ab-abbawil dictionary, extract the words in the source language
sinan panga. The person who
asbdfdny, A"pIace Niese, £he climbed the pinetree hooked his and provide their translations into English.”
4bat ceremony may be performed. arm around a branch. See:
This is usually at one of the baw-{dang. RESPONSE Markdown ~ Text
village entrances. Cf. aapoyan,
papatdyan, wawalitan. abbingi +N. +V, _P. P:na--an. The image shows a bilingual dictionary with translations from a language into English. Some of the

A sixth finger, Egually an extra

+N.
omadbat 5 2 peuscd whle vo thumb, occurring in the child-

translated words and phrases include:
perform the dbat ceremony.

¥ ren of certain families. (1) dbat - To perform a ceremony for someone who has had a spirit encounter; such a ceremony.
paaba +N. A person for whom Si Aggingi, naabbingiyan nan . S . ;
the Abat cerenony la pevrosmed: 1fmana. Aggingi has siz fingers Iyabétam nan nasakit, Perform the dbat ceremony for the sick persor'm '

on one hand. Cf. gammingi. aabatan - A place where the dbat ceremony may be performed. This is usually at one of the village

entrances.
oméadbat - A person able to perform the abat ceremony.

pabat - A person for whom the ébat ceremony is performed.

abbawil - A CON. To support oneself by leaning on one arm against an object; to hang by one arm
from an object.

abbingi - A sixth finger, usually an extra thumb, occurring in the children of certain families.

Si Agalngi, naabbingiyan nan Ifmana. Aggingi has six fingers on one hand.

The dictionary does not identify or name any individuals. It focuses on defining and translating
words and phrases from one language to English.
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D:i=-=-an.
To perform a ceremony for some-
one who has had a spirit en-
counter; such a ceremony. (1)
lyabdtam nan nasakit. Perform
the 4bat ceremony for the sick
person.

aabdtan, A place where the
4bat Ceremony may be performed.
This is usually at one of the

village entrances. Cf. aapoyan,
papatdyan, wawalitan.
omadbat +N. A person able to

perform the dbat ceremony.

padba +N. A person for whom
the ‘abat ceremony is performed.

...... v v

ey

abbawil +V, A CON. A:in-,

CON:i-. To support oneself by
leaning on one arm against an
object; to hang by one arm from
an object. (1) Nan komdwat
sinan bdtang, in-ab-abbawil
sinan panga. The person who
climbed the pinetree hooked his
arm around a branch. See:
baw-{dang.

abbingi +N. +V, _P. P:na--an.
A sixth finger, usually an extra
thumb, occurring in the child-
ren of certain families. (1)
Si Aggingi, naabbingiyan nan
|fmana. Aggingi has siz fingers
on one hand. Cf. gammingi

Is able to perform OCR (a few errors) and
parse the dictionary structure!

Claude-3 OPUS: “This is a part of a bilingual
dictionary containing translations into English, the
data is provided in two columns. Parse the
dictionary, extract the words in the source language
and provide their translations into English.”

RESPONSE Markdown  Text

The image shows a bilingual dictionary with translations from a language into English. Some of the
translated words and phrases include:

dbat - To perform a ceremony for someone who has had a spirit encounter; such a ceremony.
lyabdtam nan nasakit, Perform the dbat ceremony for the sick person.

aabatan - A place where the dbat ceremony may be performed. This is usually at one of the village
entrances.

oméadbat - A person able to perform the abat ceremony.

pabat - A person for whom the ébat ceremony is performed.

abbawil - A CON. To support oneself by leaning on one arm against an object; to hang by one arm
from an object.

abbingi - A sixth finger, usually an extra thumb, occurring in the children of certain families.

Si Agalngi, naabbingiyan nan Ifmana. Aggingi has six fingers on one hand.

The dictionary does not identify or name any individuals. It focuses on defining and translating
words and phrases from one language to English.
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aabatan - A place where the dbat ceremony may be performed. This is usually at one of the village
entrances.

oméadbat - A person able to perform the abat ceremony.

pabat - A person for whom the ébat ceremony is performed.

abbawil - A CON. To support oneself by leaning on one arm against an object; to hang by one arm
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: i oams It€lMen — Russian =»? English )
e 93N laude-3 OPUS: “This is a part of

ayJjaax npua 1) naockuii <vkis> 2) mIHPOKHii (M0 OTHOMIEHHIO K TJIOCKHM ltelmen-Russian dictionary containing translations
npeaMeTaM: CTeHa, J0CKa, CKaTepTh, MOKPBIBAJIO, CTOJ H T.I1.) <V-A181> ; ; g
S et TRt !nto Russian. Parse the dlct|or'1ary, ex}ract the yvord
aygJaay npun 1) nIocKkuit <vkis> 2) MNUPOKHUit (110 OTHOIMIEHHUIO K MIOCKHM in ltelmen language and provide their translations
TpeaMeTaM: CTeHa, J0CKa, CKaTePTh, MOKPBIBAJIO, CTOI H T.I1.) <V-AI81>; into English.”
liow AHTBJAX HIHPOKHIA
ayoiik’a (MH. agoiik’a?H) ¢y 6ecXBOCTBIN (BCAKOE KMBOTHOE) <V-A182> e Mardown (2
a0y g 0110710 U3 3arNeYCHHOH TOTUEHOH CBEKeH JI0COCeBOI HKPBI C This image contains a portion of an Itelmen-Russian dictionary with Itelmen words on the left and
Kﬂy6Hﬂ-\m CapaHbl HITH KaPTOCbeﬂﬂ <(TPK> their Russian translations on the right. Here are the Itelmen words and their English translations:
anJK’aJjay sap. anaJJKJaay npu MIOCKHii, MeIKHi (Hanp. OIro/Le) <v-A18s>;
flow amjibKax; aHR-n - wide, broad
(M. (8) JATJIKAJI0 aHgH - to widen, expand

aHgHax - 1) flat, 2) wide (in relation to flat objects: wall, board, cloth, cover, etc.)
aHRH - wide

aHRnax - 2) wide (in relation to flat objects: wall, board, cloth, cover, etc.)
aHpnAXx - flat, wide

aHOHK'a - all, whole (about a beastly living creature)

aod - to block the way, to block the fresh air with a club or cartilage
aHRK'anax - wide, spacious

aHrK'anax - flat, wide

aHkKax - to widen
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: i s 1t€lmen — Russian =7 English o
e L T Gemini: “Thisis a part of Itelmen-Russian

agJaay npun 1) I0cKuii <vkis> 2) MIAPOKHIA (110 OTHOIIEHHIO K TIIOCKAM dictionary containing translations into Russian.
npeaMeTaM: CTeHa, J0CKa, CKaTepTh, MOKPHIBAIIO, CTOJ U T.IN.) <V-A181> Parse the dictionary, extract the word in Itelmen
ayJJK Hapey IIHPOKO <V-A181> . .
agJjaax npwi 1) nI0CKHid <vkis> 2) IIMPOKH tions into
npeaMeTaM: CTeHa, J0CKa, CKaTepTh,
Tiow aHTbJIAX HIHPOKHIi
ayoiik’a (MH. agoiiKk’a?H) yu GECXBOCTHI
aody g 6110710 U3 3aMeUEHHOH TOTYEeH
KIyOHSAMHU capaHbl HIIN KapTodens <
anJK’ajiay sdp. amdJKJaay npua MI0CKHil, MeIKuil (Hanp. OIro/ue) <v-A1es>;
Tow amIbKax; « ayn - wide, widely
(M. (8) 1ATIIKAJI0

part of an Itelmen-

esponding translations

e aHnk - widely
« aHanax - flat, wide (in relation to flat objects: wall, board, tablecloth, bedspread,

Many ltelmen diacritics/special table, etc)

« aHoMK'a (mn. aHomK'a?H) - tailless (any animal)
Cha ra Cte rs are wron g o « aodx - a dish of baked mashed fresh salmon roe with sarana tubers or potatoes
B ut tra nSIatio ns are better « annk'anax or ananknax - flat, shallow (e.g., saucer)



1)

Issues:

privacy/copyright: unlike OCR
systems that can run 100% offline
(client-side), these models require
data uploading and processing
on their servers

No clear option of PDF
processing (single images)
Hallucinations

The performance across diverse
scripts is not well-studied

Overall, looks
promising, and | see
many opportunities to
improve digitisation of
linguistic resources,

especially with linguists
and community
members involved!




THANK YOU!

Questions?




